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❖ Unlike images, graph data are inherently heterogenous (e.g.

pandemics, product co-purchase relation, molecules).

❖ The SOTA GraphCL [1] handles the heterogenousity with ad-hoc 

choices of augmentations (priors) for every datasets.

❖ Rather than the discrete selection on prefabricated ones, can we 

directly learn and generate such priors, continuously?

❖ Question: What us the space, principle and framework for 

learnable GraphCL priors (GraphCL-LP)?

➢ Method. Graph Generative Models as 

Learnable Priors

❖ We define the space of GraphCL priors as the set of stochastic mappings 

between graph manifolds 𝑚: 𝒢 → 𝒢.

❖ Naturally, we adopt the recent rising graph generative models (VGAE [2] 

here) for the prior space parametrization.

❖ Further, principled reward signals are introduced to convey messages from 

contrastive learning to generator training.

❖ Above components are assembled into the bi-level optimization framework.

❖ Information minimization (InfoMin). Encouraging 

contrastive views to share less mutual information. 

❖ Information bottleneck (InfoBN). Diminishing the 

information overlap between each contrastive view 

and its latent representation.

➢ Method. Principles for Learning Priors to Contrast

➢ Experiments
❖ We numerically show the competitive performance 

of GraphCL-LP versus SOTA methods.

❖ Further analysis show: graph generation quality usually aligns with downstream performance;

and also molecule-specific generator (GraphAF [3] here) alone does not significantly benefit 

molecular datasets.


