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❖ Graphs are abstracted representations of raw data with diverse nature, thus it is difficult to 

design a GNN pre-training scheme generically beneficial to down-stream tasks [1,2].

❖ Contrastive learning exploiting data- or task-specific augmentations to inject the desired 

feature invariance can mitigate the challenge.

❖ Recently, contrastive learning has renewed a surge of interest in visual representation learning 

[3,4], while it is not straightforward to be directly applied to graph representation learning.

➢ Method. Data Augmentation for Graphs
❖ Data augmentation aims at creating novel and realistically rational data through applying certain 

transformation without affecting the semantics label, remaining under-explored for graphs.

❖ We propose four general data augmentations for graphsto introduce different prior knowledge.

❖ We demonstrate that for different categories of graph datasets some data augmentations might 

be more desired than others due to the diversity challenge.

➢ Method. Graph Contrastive Learning
❖ Motivated by recent contrastive learning developments in visual representation learning [3,4], 

we propose a graph contrastive learning framework (GraphCL) for (self-supervised) pre-training 

of GNNs.

❖ GraphCL consists of the four major components:

(1) Graph data augmentation to obtain two correlated views of a graph as a positive pair;

(2) GNN-based encoder extracting graph-level representation vectors for augmented graphs;

(3) Projection head to map augmented representations to another latent space where the

contrastive loss is calculated;

(4) Contrastive loss function enforcing maximizing the consistency between positive pairs

compare with negative pairs.

❖ We show that GraphCL can be viewed as a kind of mutual information maximization between 

the latent representations of two kinds of augmented graphs, and furthermore can be rewrited

as a general framework unifying a broad family of contrastive learning methods on graph-

structured data.

➢ Experiments. The Role of Data Augmentation in Graph Contrastive Learning
❖ We systematically assess the role of data augmentation for graph-structured data in our GraphCL framework.

❖ We achieve the following observations:

(1) Data augmentations are crucial in graph contrastive learning: without any data augmentation

graph contrastive learning is not helpful and often worse compared with training from scratch

(2) Composing different augmentations benefits more: composing augmentation pairs of a

graph rather than the graph and its augmentation further improves the performance.

(3) Edge perturbation benefits social networks but hurts some biochemical molecules.

(4) Applying attribute masking achieves better performance in denser graphs.

(5) Node dropping and subgraph are generally beneficial across datasets.

(6) Unlike “harder” ones, overly simple contrastive tasks do not help.

❖ In total, we decide the augmentation pools as: node dropping and subgraph for biochemical molecules; all for dense social networks; and all except 

attribute masking for sparse social networks.

➢ Experiments. Comparison with the State-of-the-art Methods
❖ We compare our proposed GraphCL, with state-of-the-art methods in the settings of semi-supervised, unsupervised, transfer learning and adversarial 

robustness on graph classification.

❖ Experiment results verify the state-of-the-art performance of our proposed framework in both generalizability and robustness.


