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Latent 3D Graph Diffusion

Ø Background

[1] “Equivariant Diffusion for Molecule Generation in 3D. [2] Graph Contrastive Learning with Augmentations.

v Generative AI on 3D graphs                      :

v Denote the forward and reverse mappings for 3D graphs {
v A (diffusion) generative model (DGM) is trained in the

z-space to capture the distribution.
v When hs are identical mappings, DGM is built on the 3D graph space [1].
v We hypothesize the choice of the diffusion space impacts generation quality.

v Question: In what (latent) space should we learn the 3D graphs distribution? 

Ø Answer: Construction and Regularization of 3D Graph Latent Space
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Ø Central Question

v Symmetry structure in data: The identity of a 3D graph is invariant to 
permutation and SE(3) transformations.

Ø Answer: Justification of “Good” Latent Space
v We show the good latent space should (i) exhibit low reconstruction 

error, (ii) preserve symmetry structure, and (iii) be of low dimensionality.

v We propose the pipeline 
named latent 3D graph 
diffusion (see Figure (a)).

v To construct the latent 
space for 3D graph, we 
propose the cascaded 
auto-encoder architecture 
to sequentially AE the 
topo- & geom-features 
(see Figure (b)).

v We also attempt to regularize the latent space with graph self-supervised learning [2] (see Figure (c)).

Ø Answer: Extension to Conditional Generation
v We extend the pipeline to 

conditional generation on 
geometric objects.

v Re-engineering 1: 
Invariant embedding for 
the geometric object to 
feed for diffusion models 
(see Figure (a));

v Re-engineering 2: 
Equivariant decoding to 
recover from latent to 3D 
graph (see Figure (b));

Ø Experiments on 3D Molecule Generation
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