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❖ Computational models of many real-world applications involve 

optimizing non-convex objective functions.

❖ Being able to quantify solution uncertainty (UQ) provides 

calibration of the solution quality and usefulness.

❖ Inconspicuous attention was paid to the uncertainty arising from 

the optimizer (why).

❖ Question: What defines the optimizer uncertainty? How to enable 

optimizer UQ during optimization?

➢ Technical Approaches

❖ Notations. Decision variable 𝒙, objective 𝑓 𝒙 , gradient ∇𝑓 𝒙𝑡 at time 𝑡, 
trajectories 𝒛𝑡 up to time 𝑡, 𝜙-parametrized optimizer 𝑔 𝒛𝑡; 𝜙 .

❖ Optimization via iterative algorithms:

❖ We characterize optimization uncertainty as:

❖ Thus, posterior via Bayes theorem:

❖ Prior works use hyper-parameters to parametrize classical optimizers, while 

it covers a relatively restricted optimizer space.

❖ We leverage learning to optimize techniques (L2O) [1,2] for 

parametrization, which provides a more comprehensive space coverage.

❖ We next develop end-to-end training pipeline with variational inference 

(UA-L2O), by optimizing:

➢ Experiments

❖ We first evaluate on the test 

function benchmarks of 

Rastrigin, Ackley and Griewank

(Figure 3).

❖ Results echo our conjecture that, 

UA-L2O owns better uncertainty 

awareness, and it could 

sometimes improve optimization 

performances.

❖ We next apply to an application 

of data privacy attack, which 

critically needs UQ (Table 1).

❖ We observe UQ performance of 

UA-L2O stands out against 

competitors, although not as 

dominant as it does to 

competitors in test functions. The 

superior optimization 

performance could benefit from 

its calibration (Figure 4).

❖ We lastly examine using a 

bioinformatics application of 

protein docking (Figure 6). 

Advantages on both UQ and 

optimization are shown.


