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Ø TL;DR
v A brand-new training objective for diffusion 

generative models

v termed as population regularization – to enforce 
the conservativeness in population statistics.

v We name the pipeline as Correlational 
Lagrangian Schrödinger Bridge (CLSB).

Ø Background & Problem
v Data: Cross-sectional observations:

v Data are sampled from unknown SDEs;
v Trajectories are not accessible!
v Populations at different time stamps are accessible.

v Motivating example: Single-cell sequencing data.

v Goal: Modeling the temporal evolution of the data.

v In formulation:

Resulting in Cell Death

Ø Approach
v The CLSB pipeline:

v A diffusion generative model to parametrize SDEs;
v Optimizing models to generate samples to match 

the marginal observations at varied time stamps;
v Regularizing the generated trajectories with priors.

v In formulation:

v Innovation: A novel regularization at the population level.
v Existing approaches are referred as individual 

regularization – Priors are enforced to individuals.
v We propose the novel population regularization – by 

switching the order of expectation and derivation,
v to leverage the more effective and robust conservativeness 

prior at population – Priors are enforced to distributions.

v New theoretical results are provided on its analytical 
expression (please refer to main text Section 3.2).

Ø Experiments
v Unconditional generation on developmental 

modeling of embryonic stem cells;
v Conditional generation on dose-dependent 

cellular response prediction to perturbations 
(please refer to main text Section 4.2).


